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Abstract: Modern computer architectures feature a high degree of parallelism and heterogeneity. They
are deployed in different Ąelds of application, which leads to different constraints and optimization
goals. Additionally, the current and future system states have to be considered, making dynamic
and proactive adaptations necessary. Organic Computing techniques offer a solution for this. A
combination with runtime systems, which control execution and monitor the system, sensibly provides
reduction in system complexity, efficient resource usage and the ability to dynamically adapt. To
enable Organic Computing in runtime systems, we Ąrst study heterogeneous systems in different Ąelds
of application. As we identiĄed dependability as a major concern, we study symptom-based fault
detection, a light-weight technique to detect faults. We develop a mechanism based on rule-based
machine learning to consider the identiĄed requirements and constraints and dynamically balance
contradicting optimization goals. Additionally, we present a scheduling mechanism to globally
optimize several instances of a runtime system and show Ąrst results.
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1 Motivation

Modern computer architectures feature a high degree of parallelism and heterogeneity.
Efficiently using a heterogeneous parallel architecture demands parallelizing applications.
Additionally. the inclusion of different accelerators results in the need of using different
programming models and deep platform knowledge. The goal should be to hide this
complexity, but still enable the efficient usage of resources concerning makespan, energy
consumption, heat dissipation, and system reliability. Additionally, the Ąeld of applicationŠs
constraints have to be considered. For example, reaching deadlines, minimizing energy
consumption and heat dissipation, and safety constraints, e.g. guaranteeing operational
safety in the presence of faults in automobiles, are of great importance in embedded
systems, whereas in high-performance computing and desktop computing the focus lies on
maximizing throughput or minimizing the total makespan.

Besides adapting optimization goals to the Ąeld of applicationŠs constraints, they also
have to be dynamically adapted to the current and prospectively possible system states
and application requirements. This is because states and situations can occur that are not
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predictable at design time. So, e.g. in embedded systems with limited cooling capacities,
load balancing to reduce heat is necessary when a certain temperature threshold is reached.
However, the applications running in the system and the most sensible distribution of these
applications at this point in time is not known at design time. Another important aspect is
proactively avoiding disadvantageous or faulty system states.

In the literature, approaches to hide the complexity of heterogeneous systems exist. OpenCL
[Opea] offers a uniform programming model, but still needs detailed hardware knowledge
and is not able to dynamically adapt to new situations. This is also true for programming
concepts like OpenMP [Opeb] and MPI [MPI], that support heterogeneous accelerators in
their latest versions.

A different solution is offered by task-based runtime systems like HALadapt [Ki12] and
StarPU [Au11]. They abstract application development from the underlying hardware via a
library-based approach. Here, a user is able to deĄne a speciĄc functionality, e.g. a matrix
multiplication, and provide different implementation versions. At runtime, these systems
are then able to select a Ątting pair of processing unit and implementation. However, the
current state of the art only focuses on makespan minimization.

To overcome the challenges created by the deployment of heterogeneous systems in
different application scenarios and Ąelds of operation, it is necessary to dynamically
compromise between contradictory optimization goals and proactively optimize the system.
Self-organization (SO) is a way to provide a solution to these challenges. It is deĄned by
Camazine et al. [Ca01] as follows:
SO is a process in which pattern at the global level of a system emerges solely from numerous

interaction among the lower-level components of the system. Moreover, the rules specifying

interactions among the systemŠs components are executed using only local information,

without reference to the global pattern.

However, a missing control mechanism can easily lead to undesired results. A concept that
aims for controlled SO is Organic Computing (OC) [MST17]. Next to self-organisation,
an important feature of OC is robustness, the ability of a system to become more resilient
against disturbances and attacks from the outside [MST17]. To achieve these features,
OC systems deploy an observer/controller architecture. The concept of this architecture is
monitoring the current state of the system and the environment, analyzing this data, and
making decision about the future system behavior based on this analysis. In the context of
the aforementioned challenges, monitoring and analyzing the current and past states enables
to draw conclusions about possible future system states. This is the basis to proactively
trigger mechanisms that optimize the system and avoid undesired states. In total, OC enables
the efficient usage of systems in different, dynamic Ąelds of application because adapting to
unknown system states gets possible.

Runtime systems already provide possibilities to capture system states by monitoring because
they control task execution. Additionally, runtime systems enable dynamic adaptations
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of the system. Thus, integrating the concept of organic computing into existing runtime
systems is a logical solution to the aforementioned challenges. In total, the dissertation this
work is based on is going to answer the following challenges:

• Research and analysis of heterogeneous parallel target platforms in different use cases
and Ąelds of operation to Ąnd occurring requirements and constraints for organic
computing systems based on task-based runtime systems. Thereby, it is possible to
derive sensible restrictions and conĄgurations for a system to be created.

• A thorough study of methods and tools to capture and evaluate the system state
by collecting monitoring data. Although much information has to be collected and
processed, creating as little overhead as possible is of great importace.

• The exploration of the prediction of prospective system states, by among others
analyzing past behavior, to enable proactively optimizing the system state. Hereby,
past behavior is represented by information captured from the monitoring data.

• The study of methods to dynamically balance contradicting optimization goals based
on both user inputs and alterations of the system state.

Ultimately, a core of functionality and mechanisms, which realize organic computing in
a task-based runtime system and thereby enable a dynamic and proactive adaption of the
system, shall be studied. This core is going to be integrated and implemented in an existing
runtime system and then evaluated extensively.

The remainder of this work is organized as follows: Related work is discussed in Section 2.
Section 3 introduces fundamentals necessary for this work. In Section 4, we present the
concept of the dissertation. First selected results are outlined in Section 5. Finally, the paper
concludes with an outlook into future work (Section 6).

2 Related Work

A well-known task-based runtime system for heterogeneous multicore architectures is
StarPU [Au11]. StarPU abstracts the underlying hardware by offering offloadable tasks
called codelets. For a codelet, the programmer can provide several different implementation
versions. At runtime, StarPU selects the best performing version for each input size. In
contrast to our work, StarPU solely considers the execution time.

Legion [Ba12] is a runtime system based on a data-centric programming model. It uses
tasks as an abstraction of a unit of parallel execution and logical regions to support a
relational model for data and has an index space and Ąelds referred to as rows and columns.
These regions can either be partitioned based on index space or spliced on their Ąeld space.
A legion program executes a tree of tasks that are created recursively, thereby creating
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parallelism. Each task works on a speciĄc logical region. Legion also allows offloading, but
the decision where to execute a task has to be made by the programmer.

In the literature, a variety of programming models that support heterogeneous architectures
exists. The most well-known are OpenMP [Opeb], OpenCL [Opea] and MPI [MPI]. However,
none of these supports the programmer in his decision where to execute a task.

The research community also developed new programming models for heterogeneous
architectures. OmpSs [Du11] is a programming model based on the source-to-source
compiler Mercurium and the runtime library Nanos++. It combines OpenMP and StarSs,
whereby the execution model of StarSs, a thread-pool rather than OpenMPŠs fork-join
parallelism, is used. OmpSs offers pragmas to parallelize sequential code and offload tasks
to accelerators. Again, the programmer has to decide where to execute his tasks as offloading
tasks has to be done explicitly.

3 DeĄnitions and Fundamentals

3.1 Machine Learning

Machine learning can be split into supervised, unsupervised and reinforcement learning
[Ma14]. Supervised machine learning tries to infer a function from labeled training data.
The training data consists of pairs of feature vectors and a label. This label is predicted by
the inferred function for future examples and can be a category or a real number. In the Ąrst
case the problem is called classiĄcation and in the latter regression. The inferred function is
called machine learning model.

In reinforcement learning, there is no label that deĄnes the correct output for a given input.
Instead, resulting actions are given a reward, which leads to a trial-and-error search for
the most sensible action [SB18]. So, the goal of reinforcement learning is to maximize
the given reward. In special cases, a selected action also inĆuences all future rewards by
affecting the next and thereby all following situations.

3.1.1 Rule-based Machine Learning

Rule-based machine learning (RBML) refers to machine learning methods that identify,
learn and evolve a set of rules in contrast to other machine learning algorithms that create a
singular model applied to all problem instances [WI95, UM09].

A common representative of RBML are learning classiĄer systems (LCS) [UM09]. LCS
generally consists of two mechanisms, a discovery mechanism, which identiĄes new rules,
and a learning algorithm, which improves existing rules through the acquisition of knowledge

534 Thomas Becker



resulting from past experience. Usually, LCS utilizes a genetic algorithm as discovery
mechanism and reinforcement learning for rule improvement.

3.2 Faults

To deĄne faults, errors and failures, we use the work of Salfner et al. [SLM10]:

• A failure refers to misbehavior that can be observed by the user. This means there may
be something wrong inside the system, but as long this does not result in incorrect
output there is no failure.

• An error is deĄned as the deviation of the system state from the correct state. Hence,
an error may lead to the service failure of an system, but also can stay unnoticed.

• Faults are then the hypothesized cause of an error. This means that errors are
manifestations of faults.

This work focuses on soft errors in hardware that constantly occur more often as they are
caused by lowering the system voltage in the creation of energy-efficient products [SS02].
These are especially hard to detect because they are random and of temporary nature.

4 Approaches

4.1 Research of Heterogeneous Architectures in Different Fields of Operation

We analyzed the usage of heterogeneous architectures and corresponding task-based
runtime systems in three different Ąelds of operation and detected several requirements and
constraints.

In a collaboration project called Envelope with TU Munich, RWTH Aachen and JGU Mainz
as partners, heterogeneous architectures and the runtime system HALadapt are used in the
context of high-performance computing (HPC). The analysis showed that dependability is a
critical factor for future HPC systems as increasingly complex components are deployed in a
continuously growing number. This leads to a rising failure rate of a single component. The
large scale of HPC systems implies that traditional methods to increase system dependability
like redundancy and constant periodic checkpoints reduce system efficiency and performance,
and increase costs [Be08].

In a cooperation with Siemens, we used heterogeneous architectures and the runtime system
EMB2 [Sc15] in the context of non-safety-critical embedded systems with soft real-time
constraints [BKS19]. A critical constraint for these systems is given by their dynamic nature.
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Tasks can be triggered by recursion, signals or user interactions and therefore, not all task
information is readily available. Hence, the runtime system and especially its scheduling
mechanism has to be dynamic and adaptable.

A third project uses heterogeneous architectures and a task-based runtime system in the
Ąeld of automotive systems in cooperation with Harman Automotive Systems. Automotive
systems entail several requirements and constraints. For a subset of the functionality, safety
constraints in the form of Automotive Safety Integrity Levels (ASIL) and deadlines have to
be guaranteed. Therefore, this functionality has to be shielded from side effects potentially
caused by e.g. operating systems or other tasks. Again, dynamics and adaptability are
signiĄcant aspects as future automotive systems are not static and new situations and
application updates can constantly occur.

A common overarching goal in all these projects is optimizing system efficiency and
performance. A preferably optimal task mapping has to be found depending on the system
state, situation, task characteristics and possible future states. Summarized, there are several
contradicting optimization goals and constraints in all contemplated Ąelds of operation.
Additionally, these Ąelds of operation are dynamic with changing situations, which puts
different constraints and optimization goals in focus. So, methods that are able to dynamically
and proactively adapt to these new situations and to weigh considered optimization goals
accordingly are needed.

4.2 Dependability

In Section 4.1, we identiĄed dependability and cost- and performance-efficient mechanisms
to increase dependability as a major concern for future HPC systems. Possible solutions
are proactive methods that are only used if a failure is bound to occur and thereby create
less overhead. To enable them, a prediction model is necessary. A model can be created
by collecting runtime data and evaluating the corresponding system state. The information
can then be used as training data for machine learning algorithms. This is possible because
faults manifest themselves as increasingly unstable performance-related behavior before
escalating into failures. This means that it should be possible to predict upcoming failures by
analyzing runtime data and Ąnding patterns and correlations [WPN07]. This approach and
follow-up mechanisms that allow the continuation of the system if a failure actually occurs
are researched in the project Envelope. In particular, methods that migrate a process from a
possibly failing computing node are studied, evaluated and combined with HALadapt.

In addition, the project includes research of symptom-based fault detection, a light-weight
approach to detect faults during execution. Symptom-based fault detection is also based on
the hypothesis that faults manifest themselves in performance-related behavior. Particularly,
faults are detected by comparing values of performance metrics for a speciĄc application
with a database of its past behavior. If this comparison shows signiĄcant deviations, the
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occurrence of a fault is assumed. As performance behavior is usually dependent on input
data, the comparison has to be done for identical or at least similar input data.

4.3 Dynamics and Adaptability

The research mentioned in Section 4.1 showed that dynamic methods for system adaptation
are critical in all Ąelds of operation. Methods that are able to dynamically balance between
contradicting optimization goals dependent on the current and possible future system states
and situations are needed. This means that these methods require a database that stores past
behavior, prediction models that are able to predict prospective system states, and machine
learning algorithms that can create models to analyze current and past information to Ąnd a
good balancing. Behavior can be monitored by performance counters and future behavior
predicted by analyzing patterns in the execution. Examples are deterministic task sequences,
tasks that usually are executed in sequence, or task combinations that lead to special side
effects like high temperatures or unusual system loads. Monitoring can be easily done by
and added to task-based runtime systems as they already control task execution.. Thus,
additional functionality, e.g. accessing performance counters, can be executed before and
after the actual task execution.

Balancing optimization goals is a multi-objective optimization problem best represented by
a regression problem with multi-dimensional output variable y = {y1, . . . , yn} and input
variable x = {x1, . . . , xn}, where y represents the weights of the different optimization goals
and x different metrics describing the current and possibly past system states.

RBML is a promising solution candidate as it is applicable to multi-objective problems and
has features that compliment the need for adaptability and dynamics well. As there is no
single model but rather a set of rules, it is easier to update these rules or only a relevant
subset and thereby adapting them to changing situations. So, a extremely time-consuming
new model training phase is not necessary to achieve adaptability. To learn, RBML uses
either supervised or reinforcement learning. As creating a training set including enough
labeled input data, which in this case means metric values combined with accordingly
optimal balancing weights, seems impossible, reinforcement learning seems to be the better
choice. A possible way to produce a reward in the context of task scheduling could be
comparing the resulting schedule with a schedule created without a speciĄc optimization
goal weighing by a brute force or evolutionary algorithm. Another important aspect of
RBML is that rules are usually in the form of IF . . . THEN . . . and therefore potentially
human-readable. Especially in automotive system, traceability is critical as undesired system
behavior hast to be obviated to guarantee safety-issues and quality of service.

Our approach for an analysis entity that balances the optimization goals can be seen in Figure
1. As input, we use current and past system behavior monitored by performance counters
that also allows predictions about possible future system states. These values could be set in
relation to available budgets for e.g. load, energy consumption or temperature. This allows to

Integrating Organic Computing Mechanisms into a Task-based Runtime System 537



  

Analysis

DatabaseRuntime Data

Situational Factors

Metric Values x

Balancing Weights y

Reward

Fig. 1: Analysis entity to compute weights for the contradicting optimization goals

consider the inĆuence of situational factors, e.g. has the battery to be used because the car is
switched off, by adapting the available budgets accordingly. The actual analysis mechanism
is then implemented with RBML that uses baseline schedules potentially computed by brute
force or evolutionary algorithms as reward function.

4.4 Task Scheduling

After Ąnding a balance between the optimization goals, the tasks ready-to-execute have to
be scheduled according to this optimization function. As the systems we are focusing on are
dynamic in nature, the scheduling algorithms also have to be dynamic and able to adapt
during runtime. In our projects, we examined two different scenarios for task scheduling in
a runtime system on user-level. In the Ąrst scenario, all tasks ready-to-execute are known by
a single runtime system instance and so, there is one point where all information is gathered
and available. In the second scenario however, the tasks are distributed over several runtime
system instances. This means that a communication mechanism between the different
instances is needed to coordinate the overall scheduling and to optimize the scheduling
globally. To enable communication, global processing unit queues in shared memory are
used [Ji09]. There, the runtime system instances can enqueue their scheduled tasks. Thereby,
the global system state is updated and other instances can gather information about the
availability of processing units. The problem here is the missing cooperation between the
instances. Runtime instances just enqueue their tasks in their preferred queues without
considering tasks of other instances whereby global optimization is not possible. Thus, our
approach allows the redistribution of tasks when a new task is enqueued. When a new task is
added, all processing unit queues are locked by a mutex and the adding instance is allowed
to optimize the scheduling of all tasks already enqueued.
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5 Results

This section contains selected results already obtained. Firstly, the study of symptom-based
fault detection is presented. In this evaluation, we injected different faults and system
interferences into benchmarks, a matrix multiplication and two Rodinia Benchmark Suite
[Ch09] applications, using the fault injection library FINJ [Ne18]. FINJ controls the
execution of benchmarks and fault-injection applications and offers a library of system
interferences inspired by Tuncer et al. [Tu17].

The second section presents results for a predecessor of the mechanism introduced in
Section 4.4. In the experiment, we scheduled two OpenMP applications, one memory and
one compute-bound, using disjoint HALadapt instances in parallel. As benchmarks, we
used MLEM, an application that uses the Maximum Likelihood Expectation Maximization
(MLEM) algorithm [SV82] to reconstruct 3D images from data obtained from PET scanners,
and a synthetic kernel (stressgen) that is based on the standard Linx tool stress2. MLEM
consists of four separate kernels, two sparse vector matrix multiplications (forward and
backward projection) implemented with OpenMP, and two sequential vector operations.

5.1 Symptom-based Fault Detection

We evaluated the concept of symptom-based fault detection on a modern computing system
with two Intel Xeon E5-2650 v4 CPUs a 12 cores each and 128 GB with 2400MHz DDR4
SDRAM DIMM (PC4-19200). FINJ was used to control the execution of benchmarks and
fault-injection applications on the same core.

In the experiments, we Ąrst created a database of performance-related metrics by executing
all benchmarks 10 times without faults, collecting all available PAPI [Te10] events and
Ąltering out events that exhibit unstable behavior. For every event included in the database,
value limits were set to mark correct application behavior. Afterwards, all benchmark
fault combinations were executed 10 times each. Again, the selected PAPI events were
monitored and then compared to the database. If values varied signiĄcantly compared to the
limits set previously, the occurrence of a fault was assumed. In Table 1, the results for a

Symptom mMult w/o faults mMult w faults

N = 300 N = 200 N = 100 N = 50

PAPI FP OPS 54 · 106 36 · 106 18 · 106 9 · 106

PAPI FML OPS 27 · 106 18 · 106 9 · 106 4.5 · 106

PAPI FADD OPS 27 · 106 18 · 106 9 · 106 4.5 · 106

Tab. 1: Results of the iteration number reduction for the matrix multiplication benchmark

reduction of loop iterations while computing a matrix multiplication can be seen. Originally,

2 https://people.seas.harvard.edu/~apw/stress/
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a multiplication of two 300 × 300 Ćoating-point matrices were computed, leading to a total
of 54 · 106 Ćoating-point operations (FP OPS), 27 · 106 multiplications (FML) and 27 · 106

additions (FADD). We then reduced the number of outer loop iterations to N = 200, 100
and 50. The results show that the instructions counter are very precise as they precisely
count the performed Ćoating-point operations executed in the program. Therefore the fault
is easily detectable as the fault changes the number of executed instructions.

Table 2 shows the results for the combination of SRAD and the interference benchmark dial,
which creates load in the ALU by performing Ćoating-point operations. SRAD is a diffusion
method for ultrasonic and radar imaging applications based on partial differential equations
used to remove noise. The additional load lead to signiĄcant increases in the L2 instruction
cache misses (ICM). These correlate with the decrease in instructions cache hits (ICH) and
an increase in L3 instruction cache accesses (ICA). All those symptoms were observable
in 100 % of the execution runs. The additional data used for the computations lead to an
increase in TLB data misses (DM) and a decrease in L2 data cache accesses (DCA). For

Symptom SRAD w/o faults SRAD w faults

∅ s ∅ s occurr. ratio

PAPI L2 ICM 2088 154.6 2915.9 162.82 100 %
PAPI L2 ICH 20175.3 512.32 18633 169.35 100 %
PAPI L3 ICA 1950.6 101.63 2956.6 92.42 100 %
PAPI TLB DM 11899.7 1080.84 15885.1 2255.44 100 %
PAPI L2 DCA 19876232.64 2957162.47 10991900.1 14624.57 90 %

Tab. 2: Results of the combination of SRAD and dial

all symptoms, we computed the WelchŠs t-test [WE47], a statistical test that is used to test
the hypothesis that two means belong to the same population. If that would be the case,
the occurring symptom originated in correct behavior and not a fault. The results for the
combination of SRAD and dial can be seen in Table 3. For all symptoms, the hypothesis
could be rejected, which means that the symptoms were not caused by normal execution
behavior. In total, we conducted 17 experiments and could Ąnd at least two symptoms with

Symptom d f t tcr it p

PAPI L2 ICM 17.95 -11.66 -3.922 8.26 ·10−10

PAPI L2 ICH 10.94 9.04 4.437 2.09 ·10−6

PAPI L3 ICA 17.84 -23.16 -3.922 1 ·10−14

PAPI TLB DM 12.93 -5.04 -4.221 2.31 ·10−4

PAPI L2 DCA 9.00 9.50 4.781 5.47 ·10−6

Tab. 3: Results of the combination of SRAD and dial

occurrence ratios of 80 % in every experiment, which means we could detect all faults. A
following analysis step showed that it was not possible to distinguish between fault classes
by solely considering the occurred symptoms.
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5.2 Co-Scheduling

The experiment [Be18] was conducted on sk1, a dual-socket system with two Intel Xeon
Scalable Silver 4116 (Skylake-SP) processors with 12 cores each and 32 GB of RAM.
Figure 2 shows the scaling behavior of both applications. The measurements conĄrm that
MLEM is memory-bound and only scales up to six cores. For the experiment, we run 10

Fig. 2: Scaling behavior of both native OpenMP applications on sk1 without HALadapt

MLEM iterations. As the baseline, we use a combination of the fastest MLEM and stressgen
executions which means both codes use all cores and are executed successively. This results
in a total execution time of 40.44 s.

First, a proĄling mechanism creates an application characteristic. The proĄling executes the
kernels, measures runtime and stores them in a database. For the OpenMP implementations,
the mechanism varies the core number. To reduce the overhead, we implemented a scaling
check and double the core number each time. The scaling check stops the proĄling if
adding cores no longer improves execution time. The scheduling mechanism inside a single
HALadapt instance then works as follows:

1. The kernels included in the task graph are Ąrst sorted into a linked list respecting the
given kernel dependencies and the user-deĄned call order. The kernels are then given
to the scheduling mechanism in order of the sorted list.

2. For every kernel the mechanism selects the variant conĄguration with lowest predicted
completion time. If an implementation candidate adds an additional core, the predicted
execution time has to improve by at least the scaling factor else the candidate is
discarded.

The shared queues enable the HALadapt instances to update the availability of the processing
units. Further coordination was not yet used. This resulted in the following schedule:
HALadapt maps the forward projection and the backward projection to the Ąrst four and Ąve
cores respectively. The stressgen kernel to the last 17 processing cores; leaving effectively
two cores idle. Due to the missing coordination, the order in which the two task graphs
are launched, matters. In the scenario in which the stressgen kernel was scheduled Ąrst
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Tab. 4: Total execution time of the MLEM and stressgen co-scheduled in two instances

Baseline Two inst. sc.1 Two inst. sc.2
Total execution time 40.44 s 28.28 s 54.54 s

Speedup 1x 1.43x 0.74x

(scenario 2 in Table 4), it reserves 21 of 24 cores, leaving MLEM with only using the
sequential kernels, increasing execution time by around 25%. If MLEM is started Ąrst, the
schedule is as discussed above. In this scenario (cf. scenario 1 in Table 4), HALadapt is able
to achieve a speedup of 1.43 compared to the baseline. The achieved speedup is reduced by
the inclusion of the data setup and initialization in the measurements with HALadapt as a
separate measurement of the kernels was not possible when two processes are scheduled.
Additionally, a bug in the core binding module of HALadapt caused the problem of leaving
two cores idle. Overall, the experiment shows that co-scheduling is able to achieve speedup
when scheduling multiple processes but additional coordination next to shared processing
queues is necessary.

6 Conclusion

This work focused on overcoming the challenges of modern computer systems in different
Ąelds of application by integration self-organization mechanisms into task-based runtime
systems for heterogeneous parallel architectures. We identiĄed the dynamic balancing of
contradicting optimization goals as a major challenge for these systems. As a possible
solution, we presented a new mechanism (cf. Figure 1) using rule-based machine learning
with reinforcement learning. This mechanism uses information about the current, past
and possible future system states, and situational factors to compute a weighting for a
scheduling optimization function. Additionally, we presented Ąrst results for symptom-based
fault detection, which uses performance counters to detect symptoms, and a user-level
scheduling mechanism for disjoint processes. The results showed that both symptom-based
fault detection and the scheduling algorithm have potential for future work and are beneĄcial
to task-based runtime systems for heterogeneous parallel architectures. The results also
showed that additional coordination is needed. Next to this, we are also going to extend
symptom-based fault detection to GPUs and integrate it into HALadapt to automate the fault
detection and use it to get a metric for dependability. In addition, the implementation and
evaluation of the balancing mechanism in HALadapt is the major focus of our future work.
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