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Abstract: 3D scanning has become popular in the mainstream thanks to inexpensive
off-the-shelf hardware and intensive research. It digitizes real objects while bridging the
gap between reality and Virtual Reality (VR). Although some high-end AR devices rely on
3D scanning techniques to, for example, spatially capture the environment and locate the
head-mounted display in space, interactive 3D scanning is rarely used in the Virtual Reality
domain. We propose an open-source prototype system that supports the calibration and
registration of multiple RGB-D sensors with an optical tracking system (Valve Lighthouse)
and allows the digitization of static objects in the physical tracking space into a Virtual
Reality (VR) environment — at the corresponding virtual position and in actual size. We
introduce a pipeline for 3D surface reconstruction and texture projection as well as mesh

extraction. For this purpose, we use commodity hardware exclusively.
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1 Introduction

Interactive 3D scanning is an emerging technology. This has become possible as hardware

costs for depth sensors have dropped significantly, hardware is becoming more powerful,
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Figure 1: We register RGB-D sensors and Vive’s Lighthouse tracking system into a common

coordinate system for interactive 3D scanning.



and 3D scanning is a well-studied research field. Companies such as Apple, Samsung and
Huawei have started to equip their flagship smartphones with Time-of-Flight (ToF) sensors.
In addition, powerful sensors are available for desktop use, such as Mircosoft’s Azure Kinect
or Intel’s RealSense series.

While techniques of 3D scanning are already widely used in the field of AR, e.g. to localize
the static surfaces of the environment, interactive 3D scanning is still rarely used in the
context of VR applications. However, the applications are manifold: digitizing objects would
allow interaction with them in virtual space and to enter Augmented Virtuality — a domain
from the reality-virtuality continuum by Milgram et al. IMTUK] that receives relatively little
attention compared to the other domains. It would be possible to send physical objects to
remote locations and share them with colleagues, friends and family. Furthermore, the
interactive creation of avatars is also possible. In summary, content creation for the digital
space can be greatly simplified through interactive real-time 3D scanning.

To date, no end-user solution can be purchased on the market that offers an interactive
and real-time 3D scanning solution for directly showing the results in head-mounted-display-
based VR; only a few systems exist from the research field that are publicly available but
they require laboratory equipment [Bec21|. We present a system in prototype status, shown
in Fig. 1, that is able to transfer real objects to virtual ones. Our contributions are: 1.) a
method to spatially calibrate multiple RGB-D sensors in a room with Valve’s Lighthouse
tracking system in order to transfer depth data from real objects to their corresponding
position in virtual space, 2.) an interactive 3D scanning pipeline based on a voxel grid in
an octree with isosurface extraction and 3.) a method to extract triangle meshes from the
isosurface with a corresponding texture from multiple viewing directions. Each of these
contributions is based on existing research, though the combination of these methods for a
head-mounted-display-based application in VR is unique. The source code is available on
GitLab: https://gitlab.com/Azonic/claymore

2 Related Work

3D scanning is a well-researched topic for both online and offline processing. Surprisingly, the
line of research for interactive 3D scanning application for VR is relatively short, although
many AR applications made heavy use of methods from the field of 3D scanning. Because
discussing AR-related research would be beyond the scope of this work, we focus on VR-
related approaches. First, we summarize fundamental and seminal work in the field of
real-time 3D reconstruction without relation to VR. And in the second section, we focus on
VR-related work.

2.1 Real-time 3D Reconstruction with Commodity Hardware

Depth information can be estimated from regular 2D images, using Structure-from-Motion
[PNE*08] or Multi-View Stereo [SCD*06], or from sensors that generate depth data directly
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such as active depth sensors. The calculation of depth data from 2D images is computation-
ally expensive and can only be implemented in real time with shortcomings and a serious
trade-off between speed, quality and size of the capture volume. In contrast, high-resolution
depth images from active depth sensors, such as the Microsoft Azure Kinect or Intel Re-
alSense cameras, can be directly retrieved in real time without any further processing. For
this kind of sensors the method of Levoy and Cureless (TSDF [CL96|) has become de facto
standard for the task of surface reconstruction. The advantages of this method are the ef-
ficient integration, also called fusion, of consecutive depth maps into a volumetric grid of
voxels and the abilities to smooth noisy sensor data over time as well as to fill small holes
in the depth data. The first real-time 3D scanning system that used a commodity depth
sensor was KinectFusion [NIH*11, IKH™11|. Since then, intensive research has been done to
improve this approach. While the original method employed a regular voxel grid, approaches
with a reduced access time and memory foot print were introduced. Chen et al.[CBI13],
Zeng et al.|ZZZL13] and Niefiner et al. [INZIS13] implemented hierarchical data structures
and a voxel hashing method, respectively, and were able to significantly increase the capture
volume with less memory requirements. To visualize the surface or to extract a triangle mesh
from the voxel grid, further processing steps are required. A simple solution for rendering
the isosurface is to use ray casting. However, this method does not extract a triangle mesh,
which is usually required for integration into a game engine or real-time user interaction.
Popular methods for mesh surface extraction are Marching Cubes [LC87| or Poisson Surface
Reconstruction [KBHO6].

2.2 Real-time 3D Reconstruction for Virtual Reality

Reconstruction in VR applications can be roughly divided into reconstructing static and
dynamic objects. Beck at al.[BKKF13| demonstrated a GPU-accelerated surface recon-
struction of moving people based on RGB-D sensors. It ran at interactive frame rates in an
immersive environment and could be used for telepresence applications. In addition, the au-
thors described in detail a calibration process of the depth sensors as well as calibration with
an external optical tracking system. Maimone and Fuchs [MF11] developed a comparable
system to Beck et al., but their application was less immersive and limited to smaller screens.
Roberts et al. [RFC™ 15| presented also a similar system to Beck et al by using only RGB
sensors instead of RGB-D sensors. The most advanced system was demonstrated by Orts
et al. [OERF™16] and uses non-rigid surface reconstruction for preserving small structural
details while an object or a person is in motion.

Systems that reconstruct static objects and environments for direct rendering in VR
have been rarely investigated. The system most similar to ours is the work of Strotko et
al. [SKH™19]. Their focus lies on transmitting static scenes to remote locations for VR
telepresence applications. One technical difference is that Strotko et al. used voxel hashing,
while we rely on hierarchical data structures. Their major limitation is the error-prone pose
estimation of the RGB-D sensor, which relies only on depth data and breaks off during
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