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High concentrations of fine-grained particles in the air can adversely affect human health5.
To control it, the European Union has undertaken several strategies, such as the introduction
of certain particle concentration thresholds allowed in populated areas, or limitations for
vehicle access [Ra15]. However, many cities in Germany are unable to follow this legislation6
and control the particle emission because it is hard to attribute the pollution to a clear source.
Therefore, it is important to understand the dynamic process of the fine-grained particles
distribution and the reasons the emission occurs. In this project, we aim at designing a
system that provides the human analyst with descriptions about polluted areas within a city,
and potential causes.

During the phase of exploratory data analysis on the sensor dataset, which is provided by
BTW specifically for the data science challenge7, we selected all sensors located within a
10-kilometer radius from Berlin city center (255 sensors with 3GB of data), and provided a
common data schema that fitted all the sensor types. We found that a particular subset of
sensors (lat. 52.556) shows consistently higher degree of pollution. Since the original data
was not enough to explain potential causes of this anomaly, we integrated the dataset with
external air traffic data. Then, we established that the location of Tegel (TXL) airport airways
correlated with the sensors that recorded higher pollution. We also observed seasonal
fluctuations in pollution, and considered inversion during the winter as a potential cause.
However, the seasonal trend near TXL turned out to be different. Air pollution is increased
drastically during the summer, more likely, due to the higher number of flights to or from
the airport. During the exploration phase, we discovered that air pollution might be caused
by numerous local events organized in the city. For instance, we observed an instant increase
in pollution ratio near the Berlin TV Tower during the New Year’s Eve. Checking external
web sources revealed the news feed about the New Year celebration fireworks.
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As demonstrated, external data can provide human analyst with comprehensible understand-
ing of causes for the observed pollution levels. Therefore, we formulate the goal for the
project as finding explanations for air pollution through integration of external data sources,
and building a new tool that provides human analysts with the explanation of potential
sources of pollution. In the project, we face several challenges: (i) streaming scenario and
fast-changing data that current outlier explanation tools do not handle well [ZDM17] (e.g.,
MAD algorithm for univariate outlier detection is not applicable for streaming scenarios;
solutions that adapt MAD for data streams, process batches instead of true streaming); (ii)
heterogeneity of sensory data that leads to multiple schemata and makes data integration
harder; and (iii) malfunctioning sensors that create erroneous and incomplete data [Ab16].
We address the aforementioned challenges in our project.

Progress Report and Outlook
We choose Berlin as the target region, and take two additional data sources for data
integration - weather and air traffic data (airports TXL and SXF). As the data contains
temporal information, we propose an event-based simulation model for our prototype that
“replays” historical information as if the events are happening now, thus supporting stream
processing to fit the fast-changing real-world scenario [Gr18] (Challenge (i)). In order to
accommodate different schemata for external data sources, we provide a common schema
that fits all external sources, and use data integration techniques [DHI12] for merging
(Challenge (ii)). We utilize hexagon binning [Le11] and clustering methods to group the data
spatially and integrate the readings from different neighboring sensors. Assuming that the
sensors close to one another record similar data, we can fuse these data points into a single
record, improving the data quality. This approach can also be used for cross-validation, in
order to handle anomalies that are generated by malfunctioning sensors (Challenge (iii)).
For interactive data analysis, we propose to use visualization tools, such as Thingsboard8,
and Plotly Dash9. To find the reason of pollution observed by aforementioned sensors, we
use state-of-the-art outlier explanation systems such as Macrobase [Ba17], and integrate the
correlated features with external sources, to provide reasonable interpretation of feature-wise
causal relationships for interesting points [Mi13].

In the first phase of this project, we apply MAD on pollution data. We choose MAD as
outlier detection algorithm because (i) pollution ratios are correlated and outlier in P1 means
an outlier in P2, and vice versa; so we can use MAD which is a univariate outlier detection
technique, and (ii) MAD is used in many state-of-the-art systems such as Macrobase. We
introduce an online version of MAD that can treat the data as stream. Then, we acquire and
prepare both weather and flight data for further integration into the prototype (fusing by the
compound timestamp-location key). After data integration, we apply ranking metrics to
select external data features that “explain” potential causes of anomalous pollution levels.

As fine-grained particles have many potential sources (factories, transport, cultural events,
power stations, agriculture, plants’ pollen, forest fires etc.), in the future we aim to generalize

8 https://thingsboard.io/docs/user-guide/rule-engine-2-0/tutorials/aggregate-latest-data

9 https://plot.ly/products/dash/
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our solution and add more external sources. We also aim to provide a solution that selects
external information automatically, by integrating web tables and web forms with the
detected features [Ab15].

Relevant Experience. Coming from the DIMA and BIGDAMA research groups at TU Berlin,
we cover the necessary expertise in data management, distributed computing [Al14], data
integration [De17], and machine learning [Mo17]. Our previous applied projects included
analysis of sensory data for the metal industry (production line optimization, hot rolling
mills [St18]), urban development (traffic analysis), graph-based fraud detection in healthcare,
and outlier explanation.
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