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ABSTRACT

Explanations can help users of Artificial Intelligent (AI) systems
gain a better understanding of the reasoning behind the model’s
decision, facilitate their trust in Al, and assist them in making in-
formed decisions. Due to its numerous benefits in improving how
users interact and collaborate with Al this has stirred the AI/ML
community towards developing understandable or interpretable
models to a larger degree, while design researchers continue to
study and research ways to present explanations of these models’
decisions in a coherent form. However, there is still the lack of
intentional design effort from the HCI community around these ex-
planation system designs. In this paper, we contribute a framework
to support the design and validation of explainable Al systems; one
that requires carefully thinking through design decisions at several
important decision points. This framework captures key aspects
of explanations ranging from target users, to the data, to the Al
models in use. We also discuss how we applied our framework to
design an explanation interface for trace link prediction of software
artifacts.

CCS CONCEPTS

« Human-centered computing — HCI design and evaluation
methods.
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1 INTRODUCTION

Artificial Intelligence (Al) is increasingly becoming a standard tech-
nology in computational systems. Today, Al-based solutions are
prevalent in industries such as healthcare [25], education [31], food
technology [14], and financial services [20], among others. As the
use of Al continues to grow, it is critical that intelligent computa-
tional systems interact with human partners to address complex
problems. An important part of this interaction is the ability of an Al
system to be able to “explain” it’s decision to human collaborators
and users. In human-Al interaction, an effective explanation can
help users gain new insights about the problem an Al model intends
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to solve, facilitate trust and understanding in Al systems, and assist
users in making informed decisions [10, 22]. Hence, proper investi-
gation on how to adequately design explanations for Al systems is
a must.

In the educational literature, an explanation is a tool used by a
speaker to foster understanding or to “give sense” to the object of
communication or a discussion [24]. The object of communication is
known as what the speaker (or author) aims to explain, which may
be a concept about a topic of interest, a mistake, or an algorithm
for example. The goal of an explanation is to make clearer the
meaning of the target object to a target audience. To achieve this
goal, three important parameters to consider during an explanation
dialogue are: the explanation object, the mode of communicating the
explanation and the target audience of the explanation. In the context

of Al we refer to explanations as “a tool/an interface used by a
designer/researcher to foster understanding or to “give sense” to an Al
model’s decision” Here, the explanation object is the Al algorithms’
decision, the author is the designer or researcher that designed
the explanation, and the target audience are the users that the
explanations are designed for or who will be interacting with the
explanation. Similarly, the three parameters that researchers should
consider for Al explanation design are: what to explain (explanation
object), who to design the explanation for (target user), and how to
present the explanation (mode of explaining).

Research on the design of explainable AI (XAI) has received
significant attention over the years [10, 11, 21]. A number of re-
searchers in the XAl area, however, do not explicitly consider all
three explanation design parameters in tandem [15, 19]. Several
explanation designs make assumptions about who the target users
are and what they need, as opposed to designing for the actual
needs of the intended explanation audience [19]. Further, a number
of existing studies assume how to represent the explanations (e.g.,
through the use of interactive visualizations [15] or free text/natural
language [8]), ignoring the fact that users have different needs and
capabilities. Unfortunately, failure to tailor the explanation design
to target users may render the explanations ineffective, potentially
risky, and under-used in real world scenarios [10].

Motivated by these concerns and with the aim to promote more
human-centered explanation interface designs, in this paper, we
propose a design decision framework to guide designers of explana-
tion interfaces throughout the design process. This framework was
inspired by the nested model for visualization design introduced by
Munzner et al. [23]. The framework is intended to help designers
to consider the most relevant aspects in their design decisions and
to validate those design decisions as appropriate.
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Our framework consists of three phases, carefully chosen to
ensure that designers understand how an AI problem intersects
with the user needs, consider the explanation goals and users’ tasks,
identify the relevant data, and select appropriate representations
for the explanations. We also discuss threats at each phase that
can invalidate the design, as well as suggestions on how to address
these threats.

2 EXISTING EXPLANATION SYSTEMS DESIGN

We analyzed a number of existing explanation system designs pub-
lished in the research literature between 2016 and 2021. We began
our search on publication databases such as Google Scholar, ACL
Anthology, and ACM Digital library by searching for the keywords
“explanations”, “explanations design” and “Al interpretation design”.
Based on this selection criteria, we identified 20 research articles.
We have reviewed the selected papers with the aim to identify
the space of design decisions for explanations, and the extent to
which target users play a role in the design and evaluation process.
A summary of our analysis can be accessed here: https://design-
decision-xai-framework.github.io/pages.

We have observed that more than 90% of the research studies that
we have reviewed (including those that we did not discuss directly
in this paper) do not explicitly consider target users throughout
the explanation design process. As discussed by [22], a number
of explanation designs are inspired from the research literature,
as opposed to being inspired by who would be interacting with
the design. Common explanation designs are characterized either
based on the model task (prediction or classification) or the input
type (text or image), largely ignoring the user side of the problem.
Moreover, very few of these examined studies evaluated the expla-
nation designs with the target users to gather insights on whether
the explanations addressed their needs [2, 26]. When users needs
are not properly considered, it is quite possible that the resulting
explanation may not support them appropriately. With the aim to
address this issue, we propose a design decision framework that
researchers can utilize throughout their explanation design process
to make and validate their design decisions.

3 DESIGN DECISION FRAMEWORK

From our review of the literature on explanation system designs, we
identify potential weaknesses in prior designs—mainly due to the
fact that users are not at the core front of explanation designs. We
use these existing systems to develop and illustrate our framework
which is inspired by Munzner et al. [23]; who proposed a nested
model for designing visualizations. Our design decision framework
consists of three phases which we discuss in the following sections.

3.1 Domain characterization

Typically, intelligent systems are developed to solve a specific prob-
lem (e.g., classifying a data point or recommending an item to a
user) for a specific user. An effective explanation should take into
consideration both the problem that the intelligent system aims to
solve and the user [30]. Throughout this paper, we will interchange-
ably use explanation audience or target user to refer to users for
which the explanation is designed.
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Figure 1: Overview of the explanation design decision frame-
work. Decisions in upstream of the framework affects deci-
sions made by designers later. Details in "()" indicate impor-
tant concepts to consider at each phase.

The first component of the XAI design decision framework en-
tails understanding the intelligent system’s domain and the needs
of the target users. Two questions that explanation designers should
aim to answer here are: (i) who are the target users and (ii) what
questions do these users need answered based on not just the in-
telligent system, but also the general problem space the system is
developed to address. In Munzner’s nested model, this is referred
to as [23] — domain problem and data characterization, and en-
tails gaining and understanding of the domain and data that the
visualization will be designed for.

We observe in the literature that users of intelligent systems ask
questions about both the data domain as well as questions about
the explanation domain itself. The data domain refers to data that
is relevant to the problem space itself. For illustration purposes, we
will use the outfit recommendation explanation system designed
by Lin et. al [18] as an example for our discussion. In this paper, an
intelligent system was designed to recommend outfits to customers
and the author’s aim was to explain the system’s output. Here, the
problem space is “clothes outfits” in general, while the intelligent
system’s task is to “recommend outfits”, with the user’s end goal
being to make a purchase. The data domain then, is “clothing outfit”
and the explanation domain is “recommendation.”

Hence, questions pertaining to the data domain should capture
user’s needs and expectations around the problem space more
broadly. For instance, some questions that users may generally
ask about outfits are what color combinations usually work well for
clothing?, what is this clothing style? and what clothing is appropriate
for the summer?. On the other hand, the explanation domain refers
to data pertaining to the intelligent system’s decision or output.
For example, users might ask who are other users that have rated
or bought this outfit?, or what are the specific features of this outfit
that makes this system recommend it to me? The designer’s goal,
therefore, is to answer questions not only about the explanation,
but also questions about the data domain that may be relevant in
understanding the explanation.

We argue that separating the data domain from the explanation
domain is imperative. Understanding an explanation may require
an in-depth understanding of the data domain. In the clothing rec-
ommender, for example, the authors primarily provide explanations
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of the recommendation model’s decision (i.e., explanation domain).
Users, however, may need further information about the clothing
domain to understand those explanations. An individual that is
more experienced in fashion may very well understand why a set
of recommendations is reasonable with regards to the style and
color combination. An individual without that experience, however,
could benefit from knowing what are good “color combinations”
for clothing.

In summary, we observed in the literature that explanations
sometimes do not adequately address potential user needs and that
users may be left with more questions in mind as they interact with
an explanation. This stems from the fact that the explanation may
not capture information that they initially expected to see or may
not align with their knowledge level (e.g. with respect to either the
data or problem domain) or their capabilities [21, 22, 29].

To avoid this problem, the desired outcome of this component of
the framework is a set of questions obtained directly from users that
should capture information that they expect to see in explanations.
Designers can obtain this information by leveraging user research
methods that involve speaking directly with representative users
such as through interview sessions, focus groups, or contextual
inquiries, among others. In addition, designers should identify the
data necessary to answer those questions.

3.1.1 Threat to validity. As discussed earlier, considering the threat
to validity at each phase of the design helps to identify ways to
validate the design decisions made by the researcher throughout
the design process. Given that this phase of the framework entails
understanding target users and identifying questions that capture
their needs, one threat to validity here would be addressing the
wrong question(s). Consequentially, addressing the wrong ques-
tion(s) would translate to designing explanations that may end
up being irrelevant, non-useful, or not needed at all. Therefore,
it is imperative that designers do not dwell on assumptions (e.g.,
personal interests or explanation strategies based on prior designs
in the research literature [22]), as this may introduce bias to the
design. Designers should validate design decisions in this phase
by engaging with target users through interviews or observational
studies in order to verify that the right problem or questions are
being addressed. Another threat to validity at this phase is not dis-
tinguishing the data from the explanation domain, when gathering
user questions. A detriment of not doing so may lead to designers fo-
cusing on one of these domains, most likely the explanation domain,
whilst ignoring opportunities for data domain related questions. To
mitigate this threat, researchers should make sure to consider these
two domains separately and gather user questions that pertain to
both.

3.2 Explanation abstractions

Formative user studies will result in an understanding of domain
specific (data and explanation domains) questions and data. While
useful, it is sometimes difficult to map these domain specific needs
and questions to explanation representations from the literature
that were designed for other specific domains. As in many com-
puting problems, it is important to attempt to move from domain-
specific problems to abstract problems for which we may already
know useful solutions.
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From the previous phase (section 3.1), it is expected that re-
searchers would already have determined the target audience and
domain-specific questions that they would like to see addressed in
the explanation interface. Researchers should therefore endeavor to
determine the intermediate generic/abstract tasks that these users
should be able to perform with the explanation. Taking inspiration
from Munzner [23], this can be accomplished by mapping the set
of domain-specific questions obtained from users, to more abstract
or generic tasks in the vocabulary of AI/ML. This is known as task
abstraction.

Designers may observe that some of the user questions related
to the explanation domain indicate that they may want to identify
important features that influence the intelligent system’s decisions
or compare outputs generated by the system after tweaking one or
more of the attributes in the system’s input. A review of literature
in the XAI area have revealed a number of common abstract tasks
for explanations (See Table 1). It is important to note that multiple
questions can map to the same abstract task. In terms of user ques-
tions related to the data domain, a useful explanation here would be
one that helps the user understand the data domain better. Hence,
abstracting these questions would involve helping users to identify
definitions or concepts related to the data domain.

Designers should also transform raw data of the problem domain
(as discussed in section 3.1) into abstract data types, as this would be
useful for determining suitable representations for the explanations.
This is known as data abstraction [23]. In general, common data
types are qualitative/text or quantitative/numerical. For example,
in the explanation system designed by Gehrmann et al. [11], the
authors displayed attention words that the model focused on to
generate its output. Here, these attention “words” are of the qual-
itative/text data type. Designers must also consider derived data
for the explanation. One difference between visualization design,
for example, and explanation design, is that the intelligent system
itself may represent a form of derived abstract data type (e.g., a
decision tree, a classification decision boundary, or parameters in a
regression model). In this case, a derived abstract data type is not
necessarily based on the result of the output of the model, or the
raw data used for training the Al model. This data may be derived
as a result of the model’s training process and informs the decision
made by the model. For instance, the weights of a regression model
or the decision tree itself can be considered as a form of derived data.
Presenting the derived data to users may help them gain insights
on the inner-workings of the model. Hence, model abstraction is
important to consider in explanation design.

In a nutshell, the outcomes of this phase of the design decision
framework would be a collation of abstract tasks to be performed
by users. Additionally, designers should transform raw data for
answering user questions into data types that are useful for repre-
senting the explanations, and also generate derived data types for
the model.

3.2.1 Threat to validity. There are two primary threats to validity
at this phase of the framework; (i) choosing abstract tasks that
do not align with user questions identified in section 3.1 and (ii)
selecting / using the wrong data types for data instances that are
relevant for designing the explanations, whether derived or not. To
validate these threats, designers should ensure that target users are
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Table 1: Examples of task abstractions. Tasks related to the explanation domain were identified from the literature. We added

tasks related to the data domain.

Explanation domain task abstractions

Compare different features [3, 13, 30]

Compare input with output [11]

Compare different outputs / outcomes [18]. Users may do so to determine reasons why some outputs are of more value than others [30]

Identify attention features [11, 28, 30], i.e., indicating the input features of the model that is important or identifying if it has a positive or negative influence [30]

Determine relevance [13, 16] i.e., contribution of features in the model’s decision or overall performance

Determine causation [4, 16, 30], i.e., understand why certain objects or inputs are considered similar or different

Discover insights about the model’s internals [3, 32]
Examine alternative predictions [30]

Relate features [1]

Data domain task abstractions

Identify data domain concepts or definitions

involved in evaluative studies in the form of controlled user studies,
anecdotal evidence of utility for real users, and/or longer term field
studies.

3.3 Explanation representation and interaction
design

This component of the design decision framework involves generat-
ing explanation representations and creating the interaction
design of the explanation interface. In the research literature, ex-
planations are commonly represented as interactive visualizations
(e.g., partial dependence plots [15], saliency heat map or attention
scores [1, 8, 28], decision rules [17], tuples or graphs [12], and fea-
ture attribution or influence scores [5, 32]), representative training
examples [7], semantic concepts [34], and free text (i.e., natural
language) [8] among others. There is, however, limited justification
as to why and how these explanation types are applicable to the
problem the intelligent system aims to solve, relevant to the target
users’ explanation goal, or even useful to them.

Given the user tasks and data types identified in section 3.2, de-
signers should identify explanation representations that are specifi-
cally suited to these data and tasks. As discussed in [29], it is possible
that while certain explanation representations are presumed to be
the most applicable for solving certain problems (e.g., saliency map
visualizations for neural image classification representations), these
may actually decrease a user’s ability to understand the explanation
[6]. Therefore researchers should ensure that the selected expla-
nation representations: (i) are comprehensible or understandable
by the target users and (ii) answers their questions or supports
their tasks. At this phase, design decisions should be based on prior
literature and/or formative user research. Prior research has identi-
fied a set of representations that are particularly useful for specific
tasks and data types. For new task and data type combinations, re-
searchers are encouraged to utilize formative methods that involve
co-designing with potential target users.

In addition to selecting appropriate representations in support
of the user’s abstract tasks, at this phase, researchers should also

design the interaction between all explanation components in a way
that is meaningful to the user and that provides a good experience
for them. In this case, we consider each of these individual repre-
sentations to be an explanation component, as it captures aspects
for explaining the intelligent system’s decisions to the target user.
For instance, if one of the abstract tasks is identify attention features
and researchers have determined that the most applicable repre-
sentation is a feature attribution visualization coupled with free
text/natural language, this on its own is an explanation component.
To the best of our understanding, there are no existing studies on
selecting the best interaction style (e.g., linking, animations, etc.)
between explanation components. Researchers should, therefore,
study ways on adequate interaction design of the explanations. For
example, work on narrative visualization and methods for linking
texts and visuals may be appropriate for explanation design [27, 33].
Researchers should also decide how to arrange the information and
explanation components on the explanation interface screen.

The outcome of this phase of the design decision framework
should be a functional prototype that target users can interact with
and provide feedback on whether the interaction design of the
explanations captures their desired expectations and capabilities.

3.3.1 Threatto validity. Atthis phase, there are two primary threats
to validity: (i) the explanation representation does not effectively
support the abstract tasks given the user’s needs and capabilities,
and abstract data type, and (ii) designers do not justify their ex-
planation interaction design choices. To mitigate the first threat, it
is recommended that researchers: (i) consult and understand the
literature on appropriate explanation representations for specific
data and tasks, and (ii) conduct summative user studies with poten-
tial end users. For the latter, ideally, we recommend that designers
should validate this threat by consulting the research literature
on appropriate interactions for explanation interfaces. However,
this is still an open problem in the XAI area as to the best of our
understanding, there are no prior works that have explored this
aspect. Hence, there opens up an opportunity for researchers in the
XAl area to explore.
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Table 2: Examples of task abstractions identified based on software traceability in the healthcare system. "Exp" refers to ques-
tions related to the explanation domain, while "Data" refers to questions pertaining to the data domain.

User questions

Domain | Abstract tasks

What are the types of the two linked artifacts? Exp Identify artifact types
What concepts do the two artifacts have in common? Exp Compare artifact content
What concepts does the system consider in determining the trace links? Exp Identify attention features
What does [concept X] mean? Data Identify data definitions
What is the semantic relationship between [concept X] and [concept Y]? Exp Relate features

How confident is the intelligent system in the link prediction? [Predicted score] | Exp Determine relevance

Table 3: Examples of data relevant for answering user ques-
tions, along with their respective abstract data types.

Data Abstract data type

Qualitative (source code,
Artifact content

structured text, descriptive text)

Concept definitions Qualitative (text)

Qualitative (semantic relationships)
Concept relationships (derived)

[determined from ontology]

Similarity score between the source and target artifacts | Quantitative

Concept importance Quantitative

Link confidence score Quantitative

4 APPLICATION EXAMPLE

In a recent study that we conducted (haven’t been published yet), we
created an explanation interface to support the prediction of trace
links between software artifacts. Examples of software engineering
artifacts include code, design documents, requirements, and bug
reports. A team of machine learning experts designed an algorithm
that leverages information from an ontology, in order to predict
the extent to which two software artifacts should be linked. In this
case, a high prediction score indicates that two compared software
artifacts are semantically related. The aim of the design research
team then was to provide a rationale for why two artifacts have
been predicted to be linked by the AI model.

We carried out a co-design activity with a team of experts (n=3)
working in the traceability domain, that also have experience de-
signing software for the healthcare domain as well. They all have a
unique understanding of questions that software practitioners ask
about trace data, as they have all built tracing tools for software de-
velopers. The design activity included four sessions that took place
on different days. The goal of the first two sessions was to gain an
understanding of prior experience that our participants have had
working with traceability, as well as to gather questions that they
have about the trace prediction Al model. The last two sessions
consisted of participatory design workshops set up to brainstorm
ideas on how to represent the explanations.

Domain characterization. Based on feedback gathered during the
interviews (the first two sessions), we identified the data domain
to be healthcare (i.e., the artifacts are based on software designed
for healthcare), the explanation domain to be trace link generation,

and that the target users are domain experts in software traceability.
These target users would mainly be interacting with trace link en-
vironments and therefore need a better understanding of why the
software artifacts are predicted to be linked. Additionally, we identi-
fied and obtained raw data useful for answering the user questions
through our discussion with our participants. We addressed the
primary threat at this phase by interviewing our target users and
gathering information that helped us identify questions that are
relevant to their needs. After obtaining the final list of questions,
we circled back with our users to ensure that the list was sufficient
to capture all of the questions that they have about the Al model.

Explanation abstraction. Given the finalized collection of ques-
tions gathered from users, we analyzed and mapped these questions
to abstract tasks (see Table 2). Further, based on the data determined
to be relevant for answering these user questions, we abstracted
these into data types, which we present in Table 3. To address the
threats to validity at this phase, we met with our participants to
verify that the set of abstract tasks aligned with their questions and
that the data types are appropriate.

Explanation representations and interaction design. Through
participatory design workshops which we conducted with our do-
main experts, we generated an array of design solutions for each of
the abstract tasks. The role of each participatory design session was
brainstorming different ideas for the explanations with the sole aim
to generate low-fidelity prototypes. Researchers provided materials
such as colored pencils, papers, and erasers, for each design activity.
The lead researcher facilitated the design sessions by going through
all of the user questions and their corresponding abstract tasks. The
activity was then for all design participants (including researchers
and the participants) to sketch on a piece of paper, how they would
like to represent the explanation. We first provided a baseline rep-
resentation for each of the abstract tasks to provide context (e.g.,
a matrix diagram for showing relationship). We then encouraged
each participant (both the research participants and target user
participants) to come up with as many design ideas as possible
without focusing on aesthetics, but on the quantity of ideas. After
each design activity, we asked each participant to present their
sketch and discuss their thought process in coming up with the
design. Researchers gathered notes and recordings for analysis. We
selected the final representations for each abstract task based on the
team’s consensus on conditions such as how frequent the certain
explanation representation appeared in the design solutions or how
much the design solutions differed from a baseline representation.
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Figure 2: Overview of the software trace link prediction explanation interface. (A) and (B) shows the content of a source and
target artifact, respectively. Color is used as a mapping between related concepts in the artifact content and their nodes in
the relationship visualization graph. Size of each concept indicates its importance in the artifact content itself. (C) shows the
relationship between the concepts in the source and target artifact. Hovering on a concept node in (C) would present a concept
definition as shown in (E). Hovering on a link between concepts in (C) would present details about the relationship, as shown
in (D). Users can see other experts that have vetted/unvetted a link (indicated by the thumbs up/down), as shown in (F). “Score”
indicates the output predicted by the model on the semantic relationship between the two compared artifacts. "Type" indicates
the artifact type; whether it is a requirement-R, source code-SC, or regulatory code-RC.

Based on user engagement and the co-design activities, we de-
termined the interaction design between all of the explanation
components and leveraged the Figma tool [9] for a medium-fidelity
mock-up of the interaction design. Having a functional prototype
allowed us to gather feedback from the target users on whether
the interaction between each explanation component (e.g., link-
ing, collapsing/expanding, hovering and updating) enables them to
perform tasks for achieving their desired explanation goal. Based
on the feedback gathered, we iterated through different designs
for both the interaction aspect and for arranging the information
on the interface screen. Once users were satisfied with how the
prototype worked, we further implemented a web-based interface
for the explanations (see Figure 2 for an overview of the interface).
We validated the threat at this phase by consulting the literature on
suitable design solutions for each of the abstract tasks. The partici-
patory design sessions also allowed us to gather insights directly
from our design partners.

5 CONCLUSIONS

With the aim to promote more human-centered explanation inter-
face designs, we introduced a design decision framework to guide
designers throughout the process of designing explanation inter-
faces. This framework consist of three phases, which ensures that

designers (i) understand how an Al problem intersects with the
user needs, (ii) consider user tasks and identify the relevant data for
the explanations, and (iii) select appropriate representations and
create the interaction design for the explanations in a coherent and
useful way for the target user. We also discussed threats at each
phase that can invalidate the design, as well as suggestions on how
to address these threats. Further, we provided an example of how
we applied our framework to design an explanation interface to
help domain experts to better understand the prediction of links
(traces) between software artifacts in the healthcare domain. Out-
comes of our work demonstrate the need to approach the design of
explanation interfaces from a human-centered perspective, putting
users at the core of the design process. In the future, we plan to
evaluate the finalized design with expert users that are different
from those that participated in the design process. We also plan to
investigate the temporal (dialogue) aspect of an explanation and
how to operationalize it for Al explanations.
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