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Abstract: The digital economy holds new opportunities for value creation but also threats for both 
companies and customers. Within this setting, the concept of Corporate Digital Responsibility 
(CDR) gains traction. Building on the well-established concept of Corporate Social Responsibility, 
CDR entails a set of principles through which it seeks to ensure an ethical and responsible develop-
ment, deployment, and use of digital technologies. To date, the scholarly conceptualization of CDR 
is still in its infancy. This study pursues two main objectives: Firstly, it seeks to contribute to CDR 
theory by providing a more in-depth conceptualization with focus on privacy and data security. Sec-
ondly, this study provides first guidance for the evaluation of CDR activities on company-level, a 
benchmark corpus. As work-in-progress, the focus lies on identifying a starting point for the evalu-
ation of CDR activities concentrating on privacy and data security, and hence research opportunities 
related to this assessment in future. 

Keywords: corporate digital responsibility, ethical guidelines, data privacy, data security, bench-
mark corpus 

1 Introduction 

Advancements in digital technologies allow for the development of more sophisticated 
digital products and services. Especially, a plethora of Big Data and Artificial Intelligence 
applications emerged, further referred to under the umbrella term digital products and ser-
vices. Nevertheless, besides all the new opportunities for value creation, digitalization also 
holds a range of threats and challenges [He16], [Th17], that managers need to cope with. 
Especially the collection of user data are accompanied by possible hazard of privacy and 
security related issues, sometimes causing economic, ethical, or legal issues for customers 
and firms alike [Ba19]. In an attempt to harness the advantages of digitization by ade-
quately addressing its challenges, the emergence of a more comprehensive concept called 
Corporate Digital Responsibility (CDR) can be observed. 

At its core, CDR is closely related to and has similar goals like the concept of Corporate 
Social Responsibility (CSR). While CSR aims to minimize the negative impacts and max-
imize the positive outcomes of corporate practices on socially and environmentally rele-
vant issues [MR02], CDR intends to minimize the adverse effects of digitization while 
maximizing the positive impacts of corporate digital activities. In this vein, CDR seeks to 
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ensure an ethical and responsible development, deployment, and use of digital technolo-
gies and data. CDR puts, inter alia, privacy and data security attempts in a broader context 
to provide a more holistic approach. 

To date, the CDR debate is strongly driven by practitioners and other policy-related initi-
atives, as its scholarly conceptualization is still in its infancy [Lo21] albeit digitization 
already brought up unprecedented challenges [Na17]. Recently, numerous initiatives 
evolved around the concept of CDR or widened their focus concerning this subject. Su-
pranational organizations like the European Union, the OECD, or the UN are developing 
guidelines, laws (e.g., ‘European General Data Protection Regulation’ (GDPR), 'European 
Business Network for Corporate Social Responsibility', 'OECD Guidelines for Multina-
tional Enterprises', 'UN Sustainable Development Goals', 'UN Global Compact'), or work-
ing groups which try to establish CDR in the corporate mind-set. Also, national and 
industry-led initiatives (e.g., the German 'Corporate Digital Responsibility Initiative') 
form up, where industry leaders want to set a good example by committing to ethical busi-
ness practices in the digital world. Within this debate, experts have formulated eight CDR 
norms as a basis for ethical and responsible digital business practices [Th17]. 

Aiming to advance the scholarly debate on CDR, this study pursues two main objectives: 
Firstly, as a theoretical contribution, this study seeks to contribute to the emerging 
knowledge about CDR. An approach covering a total of 8 dimensions has already been 
devised [Th17]. To this end, this work theoretically links the concept of privacy and data 
security to the broader context of corporate responsibility, motivating research on CDR, 
and privacy and data security attempts as a distinct topic. Secondly, there are currently no 
concrete recommendations on how to evaluate CDR activities on company-level. This 
work seeks to close this theoretical gap, while at the same time contributing to the imple-
mentation of CDR in practice by providing a benchmark corpus. The implementation of 
CDR norms and practices can be pursued in many ways and at various levels [MM08]. 
This allows the company to position in relation to competitors and thus gain competitive 
advantages. As resources to be spent on CSR and CDR are limited, a successful CDR 
implementation hinges on companies’ ability to evaluate activities regarding CDR norms.  

This paper theorizes exemplary measures to evaluate CDR activities of a firm on the ex-
ample of privacy and data security serving as an evaluation guideline. As work-in-pro-
gress, the focus lies on identifying new research opportunities related to the field of CDR 
with particular emphasis on privacy and data security to evaluate corporate activities. This 
research is based on previous research, own CDR surveys, and observations in practice. 

2 Corporate Digital Responsibility 

As mentioned previously, the Corporate Digital Responsibility (CDR) concept is closely 
related to the concept of Corporate Social Responsibility (CSR). Nevertheless, CDR mer-
its scholarly attention on its own, as it accommodates the digital world's peculiar chal-
lenges [Lo21]. By drawing on existing literature regarding the unique ethical and social 
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challenges, that the digital context presents, this work discusses CDR's core components 
with a focus on privacy and data security. This will lay the foundation for evaluating CDR 
activities on the company-level. 

Although CSR and CDR share common values, norms, and an organization’s commitment 
towards ecological and social challenges at large, CDR should be considered separately 
from CSR. CDR addresses challenges to organizations’ ethical behavior that are unique to 
the digital world and go far beyond CSR. Especially, “exponential growth in technological 
development, malleability of technologies and data in use, and pervasiveness of technol-
ogy and data” [Lo21, p. 876] manifest particularities of digital technologies. Thus, CDR 
and CSR represent complementary but also sometimes overlapping concepts of business 
ethics. Compared to CSR, CDR addresses the unprecedented challenges related to the dig-
ital world. An approach comprising of a total of 8 dimensions to cover possible CDR 
activities has already been devised [Th17]. Table 1 presents these CDR norms proposed 
by practice and indicates exemplary related literature.  

CDR norm 
[Th17] 

Norm description 
[based on Th17] 

Related 
work 

I. Access Consumers should have access to basic digital 
goods and services. [HRK08]; 

[LMH17]; 
[VS13] 

II. Education and 
awareness 

Consumers should be educated including their 
awareness of ecological, social, societal, and 
economic aspects of their consumption. 

III. Information and 
transparency 

Consumers should have access to appropriate 
information so that they can be informed ac-
cording to their individual wishes and needs. 

[AK06]; 
[GGK10] 

IV. Economic interests The economic interests of consumers should 
be protected and promoted. 

[BKV15]; 
[HHS11] 

V. Product safety and 
liability  

Consumers should be protected from risks to 
their health and safety. 

[DR95]; 
[Sm17] 

VI. Privacy and data 
security  

The protection of consumers' privacy, the free 
flow of information, and protected and secure 
payment mechanisms should be ensured. 

[BC11]; 
[Gi18]; 
[Oe17] 

VII. Dispute resolution 
and awareness 

Consumers should have access to effective 
dispute settlement and appeal procedures. 

[Eu16]; 
[Th17] 

VIII. Governance and 
participation mecha-
nisms 

Legal organizations and regulators should en-
sure that there are appropriate governance and 
participation mechanisms in place. 

[Lo21]; 
[Th17] 

Tab. 1: CDR norms that can serve as a preliminary conceptualization and exemplary related work. 

As resources to be spent on CSR and CDR are limited, a successful CDR implementation 
hinges on companies’ ability to evaluate CDR norms and measures. Due to the complexity 
of building a benchmark corpus covering all dimensions of CDR, a first focus is placed on 
the applications that are most important for key stakeholders involved [KBM13]. Accord-
ing to previous research, the dimension of privacy and data security has been evaluated 
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most important from the customers’ perspective [Mi21]. Hence, the development of a 
benchmark corpus to evaluate CDR activities on company-level firstly concentrates on the 
dimension of privacy and data security, while also taking into consideration possible over-
laps with further CDR dimensions. 

3 Evaluating CDR activities regarding privacy and data security 

3.1 Evaluating activities within the privacy and data security norm 

While data privacy focuses on consumers' capability to exert control over the storing, pro-
cessing, or forwarding practices concerning their data, information security refers to the 
protection of stored data against various threats [BC11]. To date, privacy and data security 
remain two of the significant concerns related to the adoption and use of information tech-
nologies [Ma86], [MZH17]. Hence, the importance of data privacy and security is a widely 
discussed research topic in information systems (e.g., [BC11], [Ha02], [HH18]). Amongst 
one of the undisputed major consumer concerns in the digital economy, information pri-
vacy refers, inter alia, to the consumers’ capability to control their information stored and 
the handling of their data, including the monetization [BC11], [Go91], [We67]. The topic 
is subject to regulations (e.g., GDPR), which define the minimum requirements of privacy 
and data security companies must comply with. While non-compliance with the minimum 
requirements can have negative legal and financial consequences [GS09], [Oe17], com-
pliance often does not stand out positively. Against the background that companies can 
positively influence consumers’ perceptions through strategic initiatives [Ha07], the CDR 
norm regarding privacy and data security encourages companies to outperform the current 
(legal) regulations. 

The topic of privacy and data security is multifaceted and features various aspects. Smith 
et al. [SMB96], for instance, suggest that privacy has four main aspects: the first aspect of 
privacy relates to data collection. The second aspect adheres to unauthorized secondary 
use of information for both organization-specific internal and other external purposes. Fur-
ther, the third privacy aspect is improper access, while information accuracy (i.e., errors) 
represents the fourth important privacy aspect. In practice, these aspects reappear in data 
privacy and security regulations such as the GDPR or OECD Privacy Framework. Ac-
cording to the OECD [Oe13] guidelines, for instance, privacy and data security should 
consider eight main principles: (1) data collection limitation; (2) data quality; (3) purpose 
specification; (4) use limitation; (5) security safeguards; (6) openness; (7) individual par-
ticipation; (8) accountability principle. Akin, the GDPR provides eleven privacy and se-
curity-relevant principles [Te18], similar to the OECD Guidelines. The selected sub-
dimensions cover seven of the eight main principles within the OECD Privacy Framework. 
The principle of accountability was excluded as it can be seen as a framework condition 
for the appropriate fulfillment of the other principles. Nevertheless, the use of such a data 
controller, as part of the accountability principle, is of crucial importance and should not 
be neglected by companies. Based on scholarly work on data privacy and security, and the 
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current state of legislation (i.e., GDPR, OECD Guidelines), a theory link to seven exem-
plary implementation measures of the data privacy and security CDR norm was drawn 
(see Table 2). 

To evaluate privacy and data security activities on company-level a measurement scale 
has to be developed. Each sub-dimension of a CDR norm represents a broad field of ap-
plication, thus, one subordinate possible measure was chosen to exemplarily discuss the 
evaluation of privacy and data security activities on company-level. Each measure features 
three different levels to apply an ample-based approach to evaluate CDR activities of com-
panies. The first level is used to illustrate minimal activities related to the CDR implemen-
tation and partly coincides with the (national) statutory requirements for companies. 
Accordingly, CDR activities below the minimal activities would not be counted as corpo-
rate activities related to CDR. Still, CDR is a concept based on voluntariness, accordingly 
no company has to meet such levels. The further levels represent increasing, voluntary 
acceptance of more responsibility with regard to CDR. In that way, the evaluation of pri-
vacy and data security activities on company-level can be performed by applying this am-
ple-based approach to differentiate between minimal activities to prominent takeover of 
additional responsibility (see Table 2). 

Limited or restricted data collection must be with the consent of the user. Nevertheless, 
many consumers struggle to understand what data companies are really collecting, thus 
making uninformed decisions [Wi21]. Even though companies have to inform about this 
in an understandable way according to the GDPR [Fe19]. Thus the measure information 
regarding data protection has been included to cover the aforementioned sub-dimension 
exemplarily. 

In line with this, the clear purpose of data collection is often communicated in a way 
that is difficult to understand [Di13]. Still, the purpose of the data collection should be 
clearly stated at the time of collection avoiding contradictions between the threefold com-
munication to the customer and the actual declaration, for example, in the data protection 
declaration. Additionally, consumers might not be aware of the general agreement on the 
acceptance of the data protection declaration at the time of providing additional data to a 
firm. Following, the communication of the purpose at the time of data collection is essen-
tial for a responsible handling of user data and therefore exemplarily incorporated in the 
benchmark corpus. 

In the same vein, restricted data use should be established to avoid unknown or unin-
tended secondary usage, especially when it comes to third-party access [Di13]. On the one 
hand, firms might not disclose secondary usage of data, which is not legal in some coun-
tries.  On the other hand, firms might obtain the customers’ consent for such use, for ex-
ample, in the form of a complicated data protection declaration, so that the consumer is  
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Tab. 2: Overview of privacy and data security sub-dimensions, its exemplary measures, and exem-

plary related work. 

 

not even aware of his consent and the use of data [Di13], [Wi21]. Accordingly, restricted 
secondary usage has been exemplarily included in the benchmark corpus

Sub-dimension Description Measure Measure levels 
(ascending com-

mitment) 

Related 
work 

Limited/restricted 
data collection 

The collection of (per-
sonal) data must be lim-
ited, lawful, and fair, 
usually with the 
knowledge and/or con-
sent of the user. 

Data protection 
declaration 

Detailed;  
One Pager; 
Tabular form 

[Eu16]; 
[SMB96]
; [Wi21] 

Clear purpose of 
data collection 

The purpose of the data 
collection must be 
clearly stated at the time 
of collection. 

Communicated 
purpose of data 
collection 

Contradictory 
communication; 
Data protection 
declaration; 
At the time of col-
lection 

[Di13]; 
[SMB96]
; [Th17] 

Restricted data use The use or disclosure of 
data must be limited to 
the agreed purpose(s) or 
only for closely related 
purposes. 

Secondary usage Unknown second-
ary usage; 
Unintended sec-
ondary usage; 
No secondary us-
age 

[Di13]; 
[Eu16]; 
[Wi21] 

Openness about data 
processing practices 

Businesses need to be 
transparent about their 
data processing prac-
tices. 

Explanation Technical/legal 
explanation; 
Explanation for 
layperson; 
Personalized ex-
planation 

[Eu16]; 
[Wi21]; 
[TF09] 

Secure storage and 
processing of user 
data 

The storage, processing, 
and transmission of user 
data must be subject to 
appropriate security. 

Notification of in-
cidents  

On request;  
Affected users 
only;  
Public broadcast 

[Eu16]; 
[Th17] 

Data quality User data collected and 
stored by companies 
must be relevant, accu-
rate, and up-to-date. 

Connection be-
tween data and 
purpose 

No connection; 
On purpose/data 
classes; 
On specific data 
and purpose 

[Ma15];  
[Oe13]; 
[SMB96] 

Access and correc-
tion 

Users must be able to 
view and correct the user 
data stored by compa-
nies. 

Access and cor-
rection of personal 
data 

Information;  
Information and 
correction; 
Information, cor-
rection, deletion 

[Eu16]; 
[Ma15]; 
[Th17] 
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Openness about data processing practices is (partly) covered by the GDPR but also 
suggested by research to enable consumers to make informed choices and gain some con-
trol over their (personal) data [Wi21]. Still, openness can occur in various ways including 
different levels of explanation which are more or less easy to understand. 

The sub-dimension of secure storage and processing of user data covers a plethora of 
possible implementations. Secure storage and processing applies not only to internal (lo-
cal) utilization but also, for example, to secure data transmission, to the inclusion of other 
companies in the value creation process. Secure storage and processing goes beyond the 
mere process in the eyes of the customers. Still, it is mainly perceived in the form of inci-
dents and the related notifications from the consumers’ perspective [Th17]. Hence, the 
notification of incidents concerning stored personal data is included in the benchmark cor-
pus as an example for this sub-dimension. 

Data quality can be characterized, amongst other influencing factors, based on the con-
nection between collected data and data collection purpose [Oe13]. This sub-dimension 
applies to the internal data management processes. Hence, data and initial collection pur-
pose can be stored decoupled from each other, based on formed classes of purposes and 
data, or for each specific data set with indication of the initial purpose. 

The GDPR (partly) covers access and correction of personal data. Therefore, this sub-
dimension is also captured in the benchmark corpus by its own measure [Ma15], [Th17]. 
Levels can range from solely information to correction and deletion. 

3.2 Evaluating privacy and data security activities within further CDR norms 

A more comprehensive approach of privacy and data security exceeds mere activities on 
the system-level (covered by CDR norm VI “privacy and data security”) and rather also 
impacts other dimensions of CDR. Hence, privacy and data security activities on com-
pany-level can also comprise activities rooted in other CDR dimensions (see Table 1 for 
an overview of the CDR norms). One subordinate possible measure per dimension was 
developed based on previous research to exemplarily discuss the evaluation of privacy and 
data security activities on company-level in the context of further CDR norms. Each meas-
ure features three different levels to continue the ample-based approach to evaluate CDR 
activities of companies (see Table 3). 

In the context of CDR, the dimension access covers the possibility to get in contact with 
basic digital products and services [HRK08], [LMH17]. Access to everyone is not just 
strengthening social groups that did not have access until now but also the user experience 
of all consumers [Ne06]. In this vein, it might be favorable for consumers to be able to 
access basic services (i.e., advisory services, or (insurance) premium calculators) without 
providing any personal data. Consumers usually want to protect their personal data and 
reduce risks from providing such, but often have to weigh this risk against the lack of 
functionality, known in research as the privacy calculus [AK06], [Ha02], [Su13].  
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Hence, access related to privacy and data security can be exemplarily included in the 
benchmark corpus. 

Additionally, education and awareness should comprise consumers’ awareness for eco-
logical, social, and societal aspects as well as the economic impacts of their consumption 
decisions. This dimension covers a wide spectrum of education fields. Examples are seek-
ing information and advice, or coping with problems [Th17], [Un19]. This demand can 
even be reinforced through the ongoing digitization and the development of new digital 
security and privacy technologies. In order to offer secure and privacy-preserving products 
and services, new technology applications such as blockchain technology are increasingly 
being used to protect privacy and data security [Ay18], [Wa21]. Thus, associated new 
concerns arise, for example, regarding energy consumption or sustainability [Tr18], 
[Wa21]. Furthermore, many consumers are still often unaware of digital products or ser-
vices intruding upon their privacy, their rights regarding data security and privacy, and 
how they can make use of them [Lo17], [MDK18]. Thus, education on consumer rights 
regarding privacy and data security should be offered and is consequently, as an exemplary 
instance of this dimension, part of the benchmark corpus. 

Information and transparency is a broad application field of CDR also covering 
measures that refer to privacy and data security. For instance, companies can pursue more 
transparency by adequately informing (potential) customers about the collection, storage, 
or handling of personal data [Eu16], [TF09] also using certifications [CM20]. As privacy 
can be regarded as the individual’s right, inter alia, to determine whom to disclose personal 
information [We67], users should be informed about all data processing companies in-
volved in the purchase transaction including process steps such as distribution, packaging, 
or shipping. Hence, the information on involved companies has been exemplarily incor-
porated in the benchmark corpus. 

Information privacy exceeds the consumers’ capability to control their own information 
stored and the handling of their data especially concerning the monetization of provided 
data [BC11], [Go91], thus affecting consumers’ economic interests. In these times, many 
business models (i.e., freemium, or free distribution through personal data intelligence) 
rely on analyzing supplied consumer data for own purposes, providing free products and 
services for the consumer [Lo17]. Hence, consumer data are called the “new currency on 
the Internet” [Ca12, p. 3834], although consumers might want to protect these sensitive 
data. Accordingly, the business model used can be decisive for a consumer decision, so 
consumers should be informed about this. In line with this, this aspect was included as an 
example for consumers’ economic interests in the benchmark corpus. 

Motivated by the complications arising from digital products and services, dispute reso-
lution and awareness also covers disagreements originating in privacy and data security 
incidents. In general, dispute resolution refers to the mechanisms aiming to provide con-
sumers who have suffered (economic) harm from transactions, to solve their complaints   
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Tab. 3: Overview of further touched CDR norms, its exemplary measures, and exemplary 

related work. 

 

 

 

 

 

 

 

 

CDR norm Measure Description Measure levels 
(ascending 

commitment) 

Related 
work 

Access Access without data 
input 

Access, for example, to advi-
sory services, or premium 
calculators can be open with-
out entering personal data 
and thus with reduced pri-
vacy concerns. 

Read only web 
page content; 
Limited service 
without data; 
Services without 
data 

[AK06]; 
[LMH17]; 
[Ne06];  
[Su13] 

Education 
and aware-
ness 

Consumer rights ed-
ucation 

Consumer education regard-
ing their rights related to pri-
vacy and data security and 
how to make use of them. 

Not provided; 
Passive offer; 
Actively fo-
cused 

[Lo17]; 
[MDK18]; 
[Un19] 

Information 
and trans-
parency 

Transparency about 
business partners 

Users should be informed 
about all data processing 
companies involved in the 
purchase transaction. 

No information; 
Hidden infor-
mation; 
Proactive infor-
mation 

[Eu16]; 
[TF09]; 
[We67] 

Economic 
interests 

Deployed business 
model 

Users should know how the 
company generates revenue 
with a (free) product or ser-
vice (e.g., by the usage of 
collected data). 

No information; 
Hidden infor-
mation; 
Proactive infor-
mation 

[BC11]; 
[Go91]; 
[MZH19]; 
[SSL16] 

Dispute 
resolution 
and aware-
ness 

Point of contact In the event of disagreements 
originating in privacy and 
data security, dispute resolu-
tion can be secured differ-
ently. 

Manufacturer 
specific; 
Manufacturer 
network; 
Independent 
agency 

[Eu16];  
[Oe07]; 
[Th17] 
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and receive redress [Oe07]. As digitalization enables companies to operate across borders, 
the CDR concept envisions an uncomplicated, unified, and efficient dispute resolution and 
redress mechanism for all consumers. More specifically, CDR suggests that consumers 
should have the option to place complaints easily and free of charge, while the processing 
of the complaints should be fast, fair, and transparent [Eu16], [Th17]. The point of contact 
can have a strong influence on dispute resolution and redress depending on its independ-
ence of interests, therefore exemplarily included in the benchmark corpus. 

Due to the complex, highly dynamic, and nationally fragmented legal debate on product 
safety and liability of digital products and services [De14], [HTW17] stable safety and 
liability measures could not be identified yet that would form a solid basis for the evalua-
tion of CDR activities. Nevertheless, future advancements of the benchmark corpus should 
incorporate this CDR dimension in their considerations. 

Because our work focuses on companies and how CDR activities can be evaluated on 
company-level, the dimension governance and participation has been excluded as it lies 
predominantly in the hands of policymakers and other non-governmental regulatory or-
ganizations [Th17]. Since this dimension is out of the direct reach of companies it can be 
considered to be an exogenous force within a CDR framework and is therefore not part of 
a benchmark corpus on company-level. 

4 Conclusion 

The goal of this work-in-progress paper is to start a discussion on how to measure CDR 
activities on company-level. Especially for companies operating with digital products and 
services, the understanding of responsibility has changed. The provided benchmark corpus 
above (see Table 2 and 3) should serve as a starting point for further research, providing 
exemplary measures to evaluate CDR activities in general and activities related to privacy 
and data security in particular. Future research should complement, valuate, and validate 
this part of the benchmark corpus in order to develop a comprehensive evaluation system 
to assess CDR activities on company-level. In addition, the benchmark corpus covering 
all dimensions of CDR equally needs to be expanded analogically. 

In practice, the provided benchmark corpus should serve as an orientation for firms on 
how to evaluate privacy and data security activities on company-level. In order to adapt 
this benchmark corpus to the specific company's environment the applicability of individ-
ual measures must be assessed and supplemented with own criteria if needed. Besides, 
weighting can be used to adapt the benchmark corpus to specific circumstances within the 
company similar to a utility analysis. In practice, it might be worth considering to align  
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the status-quo evaluation with internal visions and missions and to create an action plan 
for the further development based on this benchmark corpus. 

A significant limitation is that an all-encompassing benchmark corpus is not feasible even 
after further developments. Rather, the goal is to find a common, expanded consensus of 
the most relevant measures through discussion so that a comprehensive application to a 
wide variety of industries, products, and services is possible. A further development of the 
benchmark corpus can reduce but not remove this limitation. 
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